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Gen er at ive AI is very excit ing tech no logy. It’s like hav ing a robot appren tice who can learn how to make art,
music, and more! However, it still takes a lot of data, com put ing power, and learn ing for AI to match the cre at ive
abil it ies of people. But gen er at ive AI is get ting bet ter every day as it stud ies more examples of human cre ativ ity.
The most amaz ing thing is that AI is not just copy ing work made by humans. It is able to take what it has learned
and come up with new pat terns, com bin a tions, and innov a tions. Gen er at ive AI will help make art and con tent that
has never been seen before!

Open source gen er at ive AI
The code used to cre ate open source gen er at ive AI is avail able for every one to look at, change, and use to build
new things. It is not kept a secret by one com pany. Open source is about shar ing and work ing together. Some
examples of open source gen er at ive AI projects are:
● Run wayML: This helps people cre ate new draw ings, sounds, and videos with AI. You can change the code to cus -
tom ise the AI art! Styl eGAN: This AI makes real istic fake human faces. The code is pub lic so new things can be
gen er ated. Magenta: A tool from Google to make music with AI. You can build on it to train the AI in new ways.
Tensor Flow: This pop u lar pro gram ming lib rary lets any one build all kinds of AI mod els. Gen er at ive AIs are cre -
ated with it. Some other cool open source projects are GAN Lab, Mimetic, Lex ica, and VQGAN. The code for all
these is free to use and change! The bene �t of open source is that any one can learn from these projects, make
them bet ter, and cre ate new innov a tions. You may be ask ing your self, “Why should I choose open source gen er at -
ive AI over closed source?” The key advant age of open source gen er at ive AI is the col lab or at ive and trans par ent
nature of its devel op ment. With the code and mod els being pub lic, many more developers can con trib ute, spot
issues, sug gest improve ments, and build cus tom solu tions suited to their needs. This pool ing of know ledge and
e�ort can often out pace what even large com pan ies can do intern ally.
Under stand ing GPT-3
Have you ever wondered how your phone is able to pre dict the next word as you type? Or how can a web site auto -
mat ic ally trans late into di� er ent lan guages? Behind the scenes, these apps use very com plex arti � cial intel li gence
sys tems called neural net works. GPT-3 is one of the new est and most advanced neural net works ever made! GPT-
3, or the Gen er at ive Pre-trained Trans former 3, is like a super-smart com puter that is really good at under stand -
ing and gen er at ing human-like text. Cre ated by OpenAI, think of it as a digital friend that can chat with you, write
stor ies, answer ques tions, and do many other cool things with words.

Gen er at ive AI, par tic u larly OpenAI’s GPT-3, has revolu tion ised the land scape of arti � cial
intel li gence and nat ural lan guage pro cessing. Here we explore the cap ab il it ies of GPT-3 and
the broader implic a tions of open source gen er at ive AI.

A Deep Dive into GPT-3

Open Source for you · 1 Mar 2024 · 4 · By: S.V. Rohith

- Artificial Intelligence (AI)

Public User
Highlight



3/7/24, 9:30 AM A Deep Dive into GPT-3

https://www.pressreader.com/india/open-source-for-you/20240301/page/4/textview 2/4

A neural net work is a type of AI algorithm designed to recog nise pat terns. It is inspired by the human brain. The
‘neur ons’ are maths func tions that con nect in com plex ways, sim ilar to net works of real neur ons in our heads. By
ana lys ing tons of data, the neural net work learns to make pre dic tions and decisions without need ing expli cit pro -
gram ming. This is the same way OpenAI’s GPT-3 works.
GPT-3 has been trained on a massive amount of text from the inter net. It’s like hav ing read bil lions and bil lions of
books, art icles, and con ver sa tions. This train ing allows it to under stand the pat terns and styles of human lan -
guage. Now, when you chat with GPT-3, it uses its know ledge to gen er ate responses.
You can ask it about his tory, sci ence, or even tell it to cre ate a story, and it will do its best to come up with inter -
est ing and rel ev ant answers. It was trained on nearly half a tril lion words from web pages, books, Wiki pe dia and
all kinds
of online text! That’s more text data than any other AI has ever learned from before. With this huge train ing data -
set, GPT-3 gained an extremely advanced under stand ing of how human lan guage works. It can gen er ate sen -
tences, have con ver sa tions, sum mar ise long art icles, trans late lan guages, and more. GPT3 seems to truly grasp
the nuances and com plex ity of human writ ing and speak ing. Let’s see an example. Say we give GPT-3 this
prompt: ‘Write a short chil dren’s story about a lost dog try ing to �nd his way home’. Here is one pos sible story
GPT-3 could gen er ate in response: Rex the dog was wan der ing down the busy street, sad and alone. He had acci -
dently chased a car and got ten lost from his fam ily! He missed play ing fetch with the kids and cud dling on the
couch at night. Rex didn’t know which way was home. He walked for a long time, ask ing people for help �nd ing
his house. But every one was too busy to pay atten tion. Rex became hungry and tired. He napped on the side walk
hop ing his fam ily would �nd him soon. Just as Rex was los ing hope, he heard a famil iar sound - the ice cream
truck jingle! He remembered his home was always near where the ice cream truck parked. Rex fol lowed the music
all the way back to his street. His tail wagged wildly when he saw his house. The whole fam ily shouted with joy
and gave Rex a big hug when he came home. Rex was never lost again, and made sure to stay close when out side.
But he knew if he got con fused, he could listen for the ice cream truck to guide him. Rex was over joyed to be back
where he belonged.
Pretty impress ive, right? The story has a clear begin ning, middle and end. It has descript ive lan guage, emo tion,
and fun kid-friendly details. GPT-3 learned all of this from study ing so many books and art icles writ ten by
humans. While not per fect, its writ ing abil ity is incred ibly advanced for AI!
The pos sib il it ies with GPT-3 are end less. It can answer tricky ques tions, sum mar ise long reports into bul let
points, sug gest code �xes for pro gram mers, and more. Some even believe it’s a step towards an AI that can truly
reason and think like humans. Hug ging Face’s Trans formers lib rary has played a cru cial role in mak ing advanced
lan guage mod els, includ ing GPT-3, access ible to developers. It fosters col lab or a tion and accel er ates innov a tion in
the AI com munity.
Applic a tions of GPT-3
Tools like GPT-3 are gen er ally used for con tent cre ation, cod ing assist ance, lan guage trans la tion, and chat bots.
There are a few other applic a tions of GPT-3 too.
Speech syn thesis: GPT-3 can gen er ate syn thetic speech from text that sounds more nat ural, and has bet ter inton -
a tion and emphasis.
Machine trans la tion: Fine-tuned ver sions of GPT-3 sig ni �c antly improve the qual ity of lan guage trans la tions
com pared to pre vi ous mod els.
Answer ing ques tions: It provides rel ev ant and coher ent answers to quer ies, draw ing con clu sions from tex tual
evid ence. This is help ful for search, edu ca tion, and research.
Sum mar isa tion: It can dis til the key points from long reports, research papers, art icles and other doc u ments into
con cise sum mar ies.
Cre ativ ity and idea gen er a tion: GPT-3 can expand on prompts to gen er ate ideas for stor ies, art icles, ad cam -
paigns, product names and other cre at ive works.
GPT-3’s lim it a tions
While impress ive in cer tain applic a tions, GPT-3 has sev eral short com ings that are import ant to recog nise. At �rst
glance, GPT-3 seems amaz ingly cap able - the hype makes it sound like a human-level AI. But under closer scru -
tiny, fun da mental weak nesses become appar ent. This is because it is only as good as the data it was trained on.
Accur acy issues: GPT-3 can pro duce answers that sound plaus ible but may not always be accur ate. It doesn’t have
the abil ity to fact-check inform a tion, so its responses should be veri �ed for cor rect ness.
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Inab il ity to gen er ate per sonal exper i ences: GPT-3 doesn’t have per sonal exper i ences or emo tions. If you ask it
about its own feel ings or exper i ences, it may gen er ate responses based on gen eral know ledge rather than per sonal
under stand ing.
Redund ancy: In cer tain situ ations, GPT-3 may provide more inform a tion than neces sary or gen er ate verb ose
responses. This can lead to out puts that sound plaus ible but are longer than needed.
No real-time learn ing: GPT-3 does not learn or adapt in real-time. Once it’s trained, it remains static until the
next train ing update. It doesn’t learn from new inform a tion or exper i ences after its train ing data cut-o�.
Build ing GPT-3 with Python
In the Octo ber 2023 issue of Open Source For You (page 72), I dis cussed how we can cre ate our own Chat GPT bot in
Tele gram using an OpenAI API token. For your con veni ence I have attached my art icle link in the QR code box in
Fig ure 1. Do go through that. We will now dis cuss build ing GPT-3 in the ter minal. So, �re up your PC and start
your favour ite IDE. I will use Visual Stu dio Code, cre ate a �le named main. py and start the cod ing.
The pre requis ites for this are:
OpenAI GPT-3 API key: You will need to sign up for access to the GPT-3 API on the OpenAI web site
(https://beta.openai.com/signup/). Once approved, you will get an
API key.
Python: Make sure you have Python installed on your sys tem.
Build ing a simple chat bot with GPT-3
Install the required mod ules: Open a ter minal or com mand prompt. Type pip3 install openai or (as per your sys -
tem) pip install openai to install the
OpenAI Python lib rary. You should get a con �rm a tion mes sage that the mod ule has been suc cess fully installed.
Once this is done, you can type the com mand once again to verify if you have installed Python or not. You will get
a mes sage sim ilar to the screen shot given in Fig ure 2. This means the OpenAI Python lib rary has been installed on
your sys tem. This lib rary provides a con veni ent way to inter act with OpenAI’s lan guage mod els, includ ing GPT-3.
It sim pli �es the pro cess of send ing requests to the OpenAI API and hand ling responses.
Cre ate a new �le: Cre ate a Python script; you can name the �le any thing you want (e.g., main.py) and use the
OpenAI Python lib rary to inter act with GPT-3. Now let’s begin with the cod ing.
First, obtain the API key and paste it in line 3. Ini tially, we have declared the func tion called ‘gen er ate_response’,
which will take a prompt as input and use the OpenAI API to gen er ate a response based on the prompt. It returns
the gen er ated response as out put.
The func tion code block is:
def gen er ate_response(prompt): response = openai.Com ple tion.cre ate( engine=”dav inci-codex”,
prompt=prompt, max_tokens=150, n=1, stop=None
) return response.choices[0].text. strip()
Once we are done with this, it’s time to col lect user input as a prompt and con clude with out put. To achieve this,
we will declare another func tion called ‘chat_with_bot()’ and work with a while loop to make the con di tion work
in a loop, once the res ult is shared with the user. To do that, we declare a loop with the syn tax of ‘while True:’ and
inside the ‘chat_with_bot()’ func tion is a Python func tion that imple ments a simple chat bot. It takes user input,
gen er ates a response using the OpenAI Codex API, and prints the response to the con sole. The chat bot con tin ues
to inter act with the user until the user enters ‘exit’.
The func tion starts by print ing a greet ing mes sage to the con sole. It enters a while loop that con tin ues until the
user enters ‘exit’. Inside the loop, it prompts the user for input using the input func tion. If the user enters ‘exit’,
the func tion prints a good bye mes sage and breaks out of the loop. Oth er wise, it con structs a prompt by append ing
the user input to the string ‘User:’ and assigns it to the vari able ‘prompt’. It calls the ‘gen er ate_response’ func -
tion, passing the prompt as an argu ment, to gen er ate a response using the OpenAI Codex API. The response is
extrac ted from the API response object and assigned to the vari able response. The response is prin ted to the con -
sole with the pre �x ‘Chat bot:’.
The func tion code block is:
def chat_with_bot():
print(“Chat bot: Hi there! Ask me any thing or just chat with me.”) while True: user_input = input(“You: “) if
user_input.lower() == ‘exit’: print(“Chat bot: Good bye!”) break prompt = f”User: {user_input}\ nChat bot:”
response = gen er ate_ response(prompt)
print(f”Chat bot: {response}”)
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To sum up, your com plete code block should look some what sim ilar to the code screen shot given in Fig ure 3, and
the code should not show any syn tax error. If everything works well, we are ready to fetch the response from the
chat bot. So we will run this bot by typ ing the com mand ‘python3 main.py’ (some times ‘python bot.py’ or ‘py
bot.py’ works as well). Hence, please make sure Python is avail able on your sys tem. If you have done everything
cor rectly, you will get an out put of a greet ing mes sage. Please remem ber this is just a basic example of how you
can con nect OpenAI’s GPT-3 code to build a chat bot.
Import ant notes
Replace ‘YOUR_API_KEY’ with the actual API key you received from OpenAI.
Exper i ment with di� er ent prompts, engines, and para met ers to achieve the desired chat bot beha viour. Be mind -
ful of OpenAI’s usecase policies and eth ical guidelines when cre at ing and deploy ing chat bots.
Keep in mind that devel op ments are con tinu ous; so it’s a good idea to refer to the latest OpenAI doc u ment a tion
for any changes or addi tional fea tures.
The power of gen er at ive AI, exem pli �ed by GPT-3, has far-reach ing implic a tions for tech no logy, busi ness, and
soci ety. As we look for ward to future iter a tions, col lab or at ive e�orts and eth ical con sid er a tions will shape the
trans form at ive impact of gen er at ive AI on our world.
The author spe cial ises in RPA, Python, and Web 3.0, and has over �ve years of expert ise in cre at ing and man aging
Tele gram bots.


